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Figure 1: Virtual clothes fitting. (a) Sample frame in the input video, where the user’s skeletal pose is recorded by a motion capture device.
(b) Segmented garments from a database indexed from pre-recorded video clips according to the user’s skeletal pose. (c) Selected output
video frames in which the virtual garment is displayed over the user’s figure for virtual clothes fitting.

Abstract

We propose an image-based approach for virtual clothes fitting, in
which a user moves freely in front of a virtual mirror (i.e., video
screen) that displays the user wearing a superimposed virtual gar-
ment. The motions and deformations of the virtual garment are syn-
thesized by tracking the user’s skeleton and utilizing corresponding
video clips of the actual garment worn by a model. Our system
overcomes challenges in generating a convincing garment anima-
tion. With our technique, we developed a real-time system using a
Microsoft Kinect camera that demonstrates effective clothes fitting
results with a variety of garment types.
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1 Introduction

Virtual clothes fitting applications allow users to see how they ap-
pear in chosen clothes without physically putting them on. Typ-
ically, a camera captures the user standing in front of a screen
that shows a real-time visualization of him/herself wearing the vir-
tual garment. Some existing commercial systems such as Swivel
[SWIVEL 2011] overlay a still image of the garment on the user’s
figure. To provide clothes animation as the user moves, other sys-
tems such as the Fitnect [Fitnect 2011] resort to 3D garment model-
ing, rendering and animation, each of which is a challenging prob-

lem itself. For example, the complexity of wedding dresses with
fine decorations makes them difficult to model and animate. In
addition, fabrics such as velvet and satin have special reflectance
properties that are challenging to reproduce. Because of these is-
sues, it is hard to generate photorealistic feedback in real-time with
a 3D modeling approach, and this may degrade the user experience.

We advocate an image-based approach for clothes animation. Un-
der fixed lighting and viewing conditions, we address the kinemat-
ics of clothes appearance including its effects on reflectance and
shape deformation. From a dataset of captured video clips with
a garment in different configurations and undergoing various mo-
tions, we synthesize arbitrary animations of the garment by rear-
ranging the temporal order of video frames through an optimiza-
tion framework. However, a major challenge is that only a small
subset of the possible garment configurations/motions can practi-
cally be captured on video from a clothing model, whose natural
motions typically differ from that of the user. As a result, it is often
difficult to rearrange video frames to generate garment animations
that accurately follow the user’s movements. We present a skeleton
based warping technique and optical flow based frame interpolation
to address this problem to provide the user with a visually natural
clothes fitting experience. This approach is implemented using a
Microsoft Kinect camera to measure character poses. Our results
demonstrate the effectiveness of our system in generating real-time
photorealistic feedback to users.

2 Related Works

Video textures was introduced by Schödl et al. [2000] to
model stochastic motions of volumes such as fire and water.
Novel sequences are generated by rearranging and assembling
existing video footage. This idea was generalized in ‘video
sprites’ [Schödl and Essa 2002] to create controlled animal ani-
mations. Face animations have also been created from existing
video footage based on similar ideas, such as in ‘video rewrite’
[Bregler et al. 1997] and ‘video puppetry’ [Brand 1999].

Improved frame similarity measures were designed to ap-



ply this data-driven approach for full body character anima-
tion [Celly and Zordan 2004; Flagg et al. 2009; Starck et al. 2005;
Xu et al. 2011]. Though these methods have the potential to be
used for clothes animation, as clothes are part of characters, they
are not immediately applicable. As explained in [Flagg et al. 2009],
the silhouette based method in [Celly and Zordan 2004] cannot ac-
curately capture pose similarity. [Flagg et al. 2009] relied instead
on optical markers to facilitate pose estimation and frame warp-
ing, but this causes distracting artifacts in clothes and cannot be ap-
plied to loose-fitting garments. [Starck et al. 2005; Xu et al. 2011]
recovered 3D character models, but 3D garment reconstruction is
difficult, especially for loose-fitting clothes [Stoll et al. 2010]. Our
work instead focuses on clothes animation and does not rely on op-
tical markers or fragile 3D reconstruction.

Virtual clothes fitting is a relatively recent application.
[Hilsmann and Eisert 2009] virtually changed the texture pattern of
a T-shirt while maintaining correct clothes deformation and shad-
ing. Our work is most similar to [Hauswiesner et al. 2011b], which
also uses an image-based approach with a multi-camera setup to
transfer clothes. There are some key differences between it and
our method. For example, Hauswiesner et al. [2011b] relied on
3D models – image based visual hulls – for visualization, while
our method is completely image based. Furthermore, Hauswiesner
et al. [2011b] only selected some distinct frames to minimize the
garment database size, while we keep all the video frames and fur-
thermore generate novel motions for smooth and accurate clothes
animation. All these differences are important for successfully gen-
erating vivid animations of loose-fitting clothes (see Figure 1). By
contrast, Hauswiesner et al. [2011b] only demonstrated tight-fitting
garments with limited realism. The authors later extended their
work in [Hauswiesner et al. 2011a] to drive a 3D character model
with a Kinect camera for online shopping applications.

Virtual fitting applications are also found outside of the aca-
demic literature. Existing systems can be roughly divided into
2D and 3D systems according to their data representation. Swivel
[SWIVEL 2011] deforms a still image to fit a skeleton to allow
pose changes. 3D virtual fitting systems were demonstrated by
[Fitnect 2011], where 3D garment models are created and animated
according to the user’s motion. In general, 2D systems do not
provide realistic garment animation, while 3D systems face chal-
lenges including modeling, rendering and animation. We chose an
image-based approach to achieve realistic animations without going
through the 3D modeling and rendering pipeline.

3 Data Preparation

In building the video clip database for a given garment, we use a
blue screen background to facilitate garment segmentation. The
clothes models were asked to perform some common clothes fit-
ting actions, as well as move freely to provide additional garment
configurations and motions. We record approximately 5,000 video
frames for each garment, together with the corresponding skeletal
poses. The animated garment is captured by a color video camera
calibrated and synchronized with the motion capture device. We
use the ‘Roto Brush’ in Adobe After Effects to interactively seg-
ment the garment in these database video frames, which takes about
30 minutes for each garment.

In principle, the body shape of the model should match that of the
user for the superimposed garment to fit well. Since this is gener-
ally not the case, image warping [Jain et al. 2010] could be applied
to the database videos according to an estimate of the user’s body
shape [Weiss et al. 2011]. For simplicity, we assume here that body
shape of the user and model are about the same, and leave body

Figure 2: Frames where models have the same pose but different
motions.

shape modification for future work.

4 Garment Transfer

In generating the output video, our system uses the user’s skele-
tal pose to query the database for garment frames captured with a
similar pose. For this, we present an algorithm that optimizes pose
match while promoting consistency between neighboring frames.
We further address issues with limited and noisy data.

We first present the basic framework of our system. The video
database is indexed by a pose vector, a representation of the skele-
tal pose by a concatenation of its 3D joint positions. For each input
video frame, we query the database to find frames with a similar
skeletal pose. To minimize sudden changes in the resulting ani-
mation, we also favor selection of frames that form a contiguous
sequence in a database clip. These two criteria are joined in the
following objective function:

E =
∑
i

D(li, i) + λ
∑
i

S(li−1, li), (1)

where li is the index of the selected database frame for the i-th
frame in the input video. D(li, i) is the Euclidean distance between
the pose vectors of li and i. In the second term, S(li−1, li) is set
to zero when li−1 and li are neighboring frames in a database clip;
otherwise it is set to one. To account for different motion speeds
between the model and user, we consider li−1 and li to be neigh-
boring frames if they are separated by fewer than four frames in the
database video (i.e., we allow up to a ×4 speedup). λ is a fixed
parameter (100 in our implementation).

This objective function E is defined on a one dimensional chain,
so we can apply the dynamic programming (DP) algorithm to
quickly obtain its global optimum. Since DP requires later frames
to determine the result at the current frame, we buffer several
(M=10) frames and apply DP to the frames within the interval
[i − 1, i + M ] to obtain the result at the i-th frame. For real-
time performance, it is generally infeasible to exhaustively check all
database frames in optimizing the objective function E. So for each
input frame, we first apply approximate nearest neighbor (ANN)
search [Arya et al. 1998] to find a set of N candidate frames (N=75
in our implementation) with the most similar pose vectors. DP then
solves for the most appropriate one from among these candidates.

Once an appropriate garment frame is found, the segmented gar-
ment is superimposed as virtual clothing on the user in the input
video frame. The garment is positioned by matching the mean po-
sition of the hip and shoulder joints of the user’s and model’s skele-
tons. Its scale is set according to relative shoulder width.

Motion-aware frame query Especially for loose-fitting clothes,
the clothes deformation depends not only on skeletal pose but also



Figure 3: The left and right are results without and with warping.

on motion. As shown in Figure 2, when the user turns around
slowly or quickly, the skeletal pose is the same. However, the mo-
tion of the skirt differs significantly, flying up only when the user
turns quickly. Hence, we include motion information in the query
to better model clothes deformations. We simply concatenate pose
vectors in neighboring frames (11 frames in our implementation),
since motion can be derived from consecutive poses. We refer to
this concatenated vector as a motion vector, and use it in place of
the pose vector in the baseline method. In addition, the term S(·, ·)
is set to the difference between the motion vectors of li−1 and li
when li−1 and li are not neighboring frames in a database clip.

Skeleton based warping Since database video clips provide
only a sparse sampling of poses in the pose space, the garment
obtained by optimization often has a configuration that does not
exactly match the pose of the user. We address this problem by per-
forming a non-rigid deformation of the garment to improve align-
ment. For runtime efficiency, we do not consider full body shape
warping as done in [Jain et al. 2010]. Instead, we use the skele-
ton joints on the four limbs as control points to warp the garment
image to better fit the user’s pose. The algorithm described in
[Schaefer et al. 2006] is used for warping. Figure 3 shows an ex-
ample of how this skeleton based warping leads to an improved fit.

Frame interpolation and alignment Though the dynamic pro-
gramming optimization favors smooth motion between neighbor-
ing video frames, jittering may appear at the connection be-
tween two contiguous sequences selected from the database.
Suppose A1, A2, · · ·An are the n database frames selected by
the dynamic programming from a contiguous sequence, and
B1, B2, · · ·Bm similarly form the following contiguous sequence.
For a smoother transition between An and B1, we compute optical
flow [Brox et al. 2004] between them and linearly interpolate cor-
responding points to generate the resulting frame B′

1. We also in-
terpolate B′

1 and B2 to create B′
2 to replace B2. This interpolation

is performed for K frames, where K = 5 in our implementation.

5 Experiments

In our implemented system, a Kinect camera is set in front of the
character. This camera is used to obtain garment images and record
character poses. Our algorithm is run on an eight-core PC with a
2.8G CPU and 12G RAM, which yields performance at 25 frames
per second. Our motion vector representation is compact enough
to load the motion vectors of all database frames into RAM. To
expedite loading of database garment images, we pre-load the first
10,000 frames into RAM during system initialization. At run time,
whenever a garment image outside of RAM is required, we load its
neighboring frames to replace the 2000 oldest frames in RAM.

Figure 1 shows some results on a loose-fitting suit. (a) is a sam-
ple frame from the input video with the skeleton overlaid on it.

(b) represents a set of segmented database frames with their asso-
ciated skeletons. Several output frames with different poses are
exhibited in (c). Please view the supplementary video for ani-
mation results. Our image-based approach convincingly models
clothes animation and reflectance, which is difficult to achieve
through 3D modeling and rendering. Compared with the exist-
ing image-based clothes transfer work [Hauswiesner et al. 2011b]1,
our method demonstrates smoother clothes animation on more chal-
lenging loose garments. More results are provided in Figure 4.

6 Conclusion and Discussion

We proposed an image-based method for virtual clothes fitting. We
first build a segmented garment database indexed by skeleton pose
and motion. At run time, we search for suitable database frames and
overlay them on the user’s figure. The result is an animated virtual
clothes fitting system, which produces vivid animations and realis-
tic appearance at real-time rates. This method may also be applied
to dress up virtual characters in computer generated animations.

In our experiments, we observed several limitations of our system,
which point to directions for further improving our method. First,
visible discontinuities sometimes exist in the output clothes anima-
tion, due mainly to imprecise pose recovery from the Kinect cam-
eras and insufficient sampling of the pose space. Use of a pro-
fessional motion capture device may significantly improve results,
especially when the character turns around. There is much cur-
rent research [Girshick et al. 2011] aimed at improving pose esti-
mation from Kinect cameras, and our work can greatly benefit from
advancements in this area. Second, our current system only pro-
vides a fixed viewpoint visualization of the garment. If viewpoint
change is desired, we could set an array of cameras surrounding
the model to capture a multi-view garment database and apply the
same database query technique. Lastly, our skeleton based warping
could generate artifacts when limbs overlap with the body region.
However, we could adopt the automatic segmentation proposed in
[Flagg et al. 2009] to separate limbs and body.
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