






Figure 2. Comparison between the sketch synthesis re-
sults. (a) photos; (b) sketches drawn by artists; (c) sketches by
method [4], which are copied from [8]; (d) sketches by method
[8]; (e) initial sketches without smoothness-constraint[1]; (f)
refined sketches by our method.

Algorithm 1 Smoothness-Constrained Face Photo-Sketch Synthe-
sis Using Sparse Representation

1: Input: the training set of face photos and the face sketches, and
a test face photo.

2: Output: a synthesized sketch for the test face photo.
3: For each patch i in the training set of photo and sketch, construct

the local coupled dictionary {D̂i
P , D̂i

S} by sparse coding[3].
4: Initialize the sketch image via sparse representation(Section 2).

For each photo patch i, compute its sparse representation coeffi-
cient αi with respect to D̂i

P by Eq. (1), and initialize the sketch
patch sj by D̂i

Sαi.
5: while no ε-smooth violating patch exists or it exceeds the pre-

defined maximum iteration number do
6: At iteration t, select for ε-smooth violating image patches in

the sketch.
7: if the j-th patch is ε-smooth violating then
8: we update αt

j and sj = D̂j
Sαt

j by solving the minimiza-
tion problem (6);

9: else
10: the sparse representation of sj keeps unchanged.
11: end if
12: end while
13: Reconstruct the sketch by stitching the estimated sketch patches.

4 Experiments

In our experiments, a face photo-sketch database
from the CUHK student database was used [7]. The
database contains 88 faces for training and 100 faces for
testing. For each face, a sketch by an artist and a photo
taken in the front pose are given. The feature vectors of
the photos and sketches are represented by the gray val-
ues inside the corresponding photo and sketch patches.

4.1 Face Sketch Synthesis

In our experiments, the size of all the face and sketch
images are 160 × 120. The size of image patch is
7 × 7, and the overlapping area for adjacent patches
is 5 × 7. The regularization parameters β and λ in
l1 minimization are set to be 1.0 and 0.1 respectively,
and the maximum iteration number in Algorithm 1 is
set to 100. In Fig. 2, we compare our method with
our previous method [1] and the state-of-the-art meth-
ods in [4][8]. The results by our method are close to

the sketches drawn by the artist. Although the synthe-
sis of human hair is challenging due to the variation in
the hair style, our method based on local dictionaries
can synthesize the hair region well. Our synthesized
sketches are less blurred and cleaner than the methods
[4], and the face structure as well as details in sketches
are synthesized well. In Fig.2 (e)(f), we compare the
synthesized sketches with and without the smoothness-
constraint. The results without the smoothness con-
straint [1] are noisy and have mosaic effect. The results
are improved greatly with the smoothness-constraint,
and our synthesize sketches are cleaner and have much
less mosaic effects. In Fig. 2 (d)(f), the results with
our method are compared with the results by the state-
of-the-art method [8]. We give more synthesized face
sketch results in Fig. 3. Moreover, our method can syn-
thesize a face photo with a sketch by switching roles of
photos and sketches.

5 Conclusion

We propose a face photo-sketch and sketch-photo
synthesis method that exploits the nature of sparse rep-
resentation as well as the smoothness prior of sketches
and photos. Efforts have been taken to build suc-
cinct coupled dictionaries for local image regions and
compute the sparse representation coefficient. In or-
der to exploit the local smoothness of synthesized face
sketches and photos, we propose an efficient convex
optimization approach to refine the initialized sketches
and photos by solving a sequence of small scale l1-norm
optimizations. Our method has advantages in that the
face sketches and photos can be synthesized by using
sparse representation as well as the smoothness prior
of synthesized images. Experiments show that the ob-
tained sketches and photos resemble the true sketches
and photos well.

Figure 3. Face sketch synthesis results using smoothness-
constrained face sketch synthesis method. The first row is
the face photos, the second row is the face sketches drawn
by artists, the third row is the synthesized face sketches.
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