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ABSTRACT
This paper proposed a face sketch synthesis method by using
non-local means (NL-Means), which takes the advantage of
the non-local self-similarity of face photo and sketch patch-
es. With a learning database of individuals described by one
face photo and one face sketch, we assume that, for a giv-
en individual, the NL-Means coefficient of a given face pho-
to patch is the same as its corresponding sketch patch. In
order to handle the visible seam due to intensity difference
of neighbor overlapping patches, we use patch based opti-
mal seam to enforce the consistency of synthesized overlap-
ping sketch patches. Experimental results on CUHK Face S-
ketch Database illustrate that our method has the advantage
of easy implementation and much less required training sam-
ples, meanwhile our method can achieve fairly competitive
synthesis results.

Index Terms— Face sketch synthesis, Non-local means,
Patch-based seaming

1. INTRODUCTION

Sketches are often considered to be more discriminative for
face recognition than a photo in law enforcement [1] [2]. The
sketch can also be the only information available on a suspect
if it its obtained from the description of witness(es). In this
context, both to improve discrimination and to provide similar
information to face recognition systems, it appears of impor-
tance to derive a sketch from a photo when this information
is available. This process is called “Face photo-sketch syn-
thesis”. Naturally, in other applications the reverse operation
called “Face sketch-photo synthesis” may also be of interest
[13]. Despite that our presentation below focuses only on face
photo-sketch synthesis, our method can be also applied to the
second problem by exchanging photos and sketches.

Photo-sketch synthesis methods can be classified into
three categories, all of which aimed to learn the transforma-
tion of “Face photo-sketch synthesis”.

1. Estimation of the transformation between photos and
sketches using, either, an eigenvalue decomposition as-
suming the transformation to be linear [3], or, a locally
linear embedding which bypasses the linear assumption
but requires a careful choice of the number of nearest
neighbors [4].

2. Markov random field (MRF) based methods. The w-
hole photo is divided into N photo-patches defining the
nodes of a network each attached to a sketch-patch. M-
RF are used to optimize the link between the patch-
sketch collection and the patch-photo network by com-
puting a maximum a posteriori or a minimum mean-
square error estimator on the network. Such approach-
es are known to be NP hard and can provide only an
approximation of the expected optimum. They also
suffer from the decomposition of the face into non-
overlapping patches, technique known to reduce the po-
tential of generalization when applied in small databas-
es. In this spirit, [1] uses a multi-scale Markov random
field model to overcome this last limitation with belief
propagation, and [5] proposes to use Markov weight
fields formulation, and it can be turned into a large-
scale convex quadratic programming problem, the op-
timal solution of which is guaranteed.

3. Sparse representation based methods, which rely on the
construction of two dictionaries: one for the photos
and the other for the sketches. In this context, Chang
et. al. [6] assume that both the face photo patch and
its corresponding sketch patch have the same sparse
representation coefficients or, in other words, that, in
these sparse representations, the corresponding photo-
to-sketch transformation is simply the identity. Wang
et. al. [7] propose a semi-coupled dictionary learning
method which does not assume the sparse codings to
be same, however relies on a linear assumption for the
link between photo descriptors and sketch descriptors.

Non-local means is an effective method in image denois-
ing. The main difference between NL-means and other local
filters or frequency domain filters is the systematic use of all
possible self-predictions the image can provide [8, 9]. The
method is based on a non-local averaging of all pixels in the
image. Non-local means has shown advantage in the image
denoising field due to the fact that it creates less artifacts than
traditional wavelet based methods. NL-means has been suc-
cessfully applied for super-resolution [15], however, it has n-
ever been used in the context of face sketch synthesis.

In this paper, we propose a face sketch synthesis approach
based on NL-means idea in the spirit of [15]. Following the
NL-means construction, our approach does not rely, either,



Fig. 1. Face sketch synthesis with face photo-sketch pairs.

on an expensive optimization procedure, or, on any linear as-
sumption of the transformation“face to sketch”. It also do
not need careful choice of meta-parameters. In order to han-
dle the visible seam problem in the synthesized sketch due to
the intensity difference of overlapping patches, we use patch
based optimal seaming in the sprite of “image quilting” [10],
which can keep the sketch texture consistency and overcome
blurring effects by averaging overlapping patches in previous
works.

Our contributions lie in the following aspects:

1. We propose a face photo-sketch synthesis method us-
ing NL-means, which takes the advantage of the non-
local self-similarity of face photo and sketch patches.
We select the intensity value, the first and second-order
gradient as features for synthesis, we can get synthe-
sized sketches with local image smoothness and edge
sharpness.

2. We use image seaming to keep the texture consisten-
cy of the overlapping sketch patches. It can avoid the
blurring effects due to averaging the overlapping sketch
patches in previous methods.

2. FACE SKETCH SYNTHESIS USING NON-LOCAL
MEANS

We use the database constructed by face photo and sketch
pairs for training. Given a test photo, we construct its cor-
responding sketch. Each face photo has its sketch drawn by
the same artist. All the photos and sketches are preprocessed,
i.e. translated, rotated, and scaled such that the two eye cen-
ters of all the face images are at fixed position. Geometric
normalization aligns the same face components in different
images roughly to the same region. Then, we adopt non-local
means for training.

2.1. Non-local means

Non-local means was firstly proposed in patch based image
denoising[8]. Given an observed noisy image, the method re-
constructs a denoised image. Suppose the observed image is
the noisy image ũ, the reconstructed image is the denoised

image û. Denote u(i) to be a square image patch centered
at the pixels i. In NL-means, for each pixel i, we select a
square reference patch P̃ around i. We compute a denoised
patch P̂ by computing a weighted average of patches Q̃ in a
square neighborhood around i. The weight is proportional to

w(P̃ ) = e−
d2(P̃ ,Q̃)

σ2 where d(P̃ , Q̃) is the Euclidean distance
between P̃ and Q̃, and σ is the noise standard deviation. We
recover a final denoised value û(i) at each pixel i by averag-
ing all values at i of all denoised patches containing i. Com-
pared with other local filters, NL-means has advantage in that
it systematic use of all possible self-predictions the image can
provide[8].

We use NL-means for face sketch synthesis. Firstly, photo
and sketch database are built. Then we divide each image into
small overlapping patches. For each face photo patch, we
compute its NL-Means coefficient. We assume that the NL-
Means coefficient of each face photo patch is the same as its
corresponding sketch patch. Thus, the face sketch patch of a
testing face photo can be synthesized by using the NL-Means
coefficient and sketch patches.

2.2. Algorithm

We divide the photo and sketch pairs in the training set into
small overlapping patches. Denote P̄ = {P̄i, i = 1, · · · , n},
S̄ = {S̄i, i = 1, · · · , n} to be the training sets composed by
photo and corresponding sketch patches. The sketch synthesis
proceeds patch by patch. Given a test photo P, we aim to syn-
thesize its corresponding sketch S. We divide P into overlap-
ping patches {Pi, i = 1, · · · , N} in the same way. We syn-
thesize the corresponding sketch patches {Si, i = 1, · · · , N}
in an order from top to bottom and from left to right of the
whole image. We use intensity value combined with gradient
value feature as a descriptor for each image patch.

For photo patch Pi, we synthesize Si by taking weighted
average of all similar sketch patches in the training set. De-
note Ŝi to be the estimation of Si, it is computed as follows:

Ŝi =
∑
j

w(Si, S̄j)S̄j/
∑
j

w(Si, S̄j) (1)

where the NL-means coefficient w(Si, S̄j) measures the sim-
ilarity between Si and S̄j , it is defined as:

w(Si, S̄j) = exp(−
∥∥Gσ2 ∗ (Si − S̄j)

∥∥2
2λ2

) (2)

where Gσ2 is the Gaussian kernel with standard deviation σ2.
By using Gaussian kernel,we give bigger weight to central
pixels in each image patch, and smaller weight to neighbor-
ing pixels. The parameter λ acts as a degree of filtering. It
controls the decay of the exponential function and therefore
the decay of the weights as a function of the Euclidean dis-
tances.

We assume the testing photo patch Pi and the desired s-
ketch patch Si has the same NL-means coefficient, i.e.

w(Pi, P̄j)/
∑
j

w(Pi, P̄j) = w(Si, S̄j)/
∑
j

w(Si, S̄j)



Fig. 2. Image patch after Gaussian filtering. Gσ2 is the gaus-
sian kernel with standard deviation σ2.

then the sketch patch can be synthesized by:

Ŝi =
∑
j

w(Pi, P̄j)S̄j

/∑
j

w(Pi, P̄j) (3)

In Eq. (3), w(Pi, P̄j) can be easily computed with the test
photo patch, and then we can get the synthesized sketch patch.

By exchanging the role of P̄ and S̄, we can also synthesize
face photo patch from sketch patches as follows:

P̂i =
∑
j

w(Si, S̄j)P̄j

/∑
j

w(Si, S̄j) (4)

In the image synthesis literature, researchers have sug-
gested extracting different features for image patch to boost
the prediction accuracy. The used features include high-pass
filter to extract the edge information [11], a set of Gaus-
sian derivative filters to extract the contours [12], the first
and second-order gradients [14]. Here, we also use the first,
second-order derivatives and intensity value as the feature
for image patches due to their simplicity and effectiveness.
Denote Px,i,Py,i,Pxx,i,Pyy,i to be the first and second gra-
dient of Pi along x axis and y axis, then the weight in Eq. (3)
can be transformed as follows:

w(Pi, P̄j) = exp(−
||Gσ2 ∗ (P′

i − P̄′
j)||2

2λ2
) (5)

where P′
i = [Pi,Px,i,Py,i,Pxx,i,Pyy,i]

T . By using inten-
sity value, the first and second order gradient features and the
weight computed by Eq.(5), we can get better synthesis re-
sults.

3. PATCH BASED SKETCH IMAGE SEAMING

Two overlapped patches usually generate visible seams in the
overlapped region because of intensity difference(as illustrat-
ed in Fig.3). A commonly used method is to take average
of the neighboring patches. However, this will lead to blur-
ring effect. Another method is to find the seam between two
overlapping patches on the pixels where they match best (i.e.,
where the overlap error is lowest). The minimum cost path
through the error matrix is computed with dynamic program-
ming [10].

The minimal cost path through the error matrix is com-
puted in the following manner. As shown in Fig. 3 (a), denote

Fig. 3. Optimal patch seam. (a) vertical overlap; (b) horizon-
tal overlap; (c) both vertical and horizontal overlap.

Si and Sj to be two patches that overlap along their vertical
edge with the overlapped regions P and Q, respectively, then
the cost matrix is defined as eSi,Sj = ∥P−Q∥2. Let (u, v) to
be a pixel in P and Q, then eu,v = ∥P(u, v)−Q(u, v)∥2. To
find the minimal vertical seam through this cost matrix, we
traverse e and compute the cumulative minimum error E for
all paths as follows:

Eu,v = eu,v +min(Eu−1,v−1, Eu−1,v, Eu−1,v+1) (6)

The minimum value of the last row in E indicates the end
of the minimal vertical path though the cost matrix and one
can trace back and find the path of the best seam. The optimal
seam for other overlapped directions as shown in Fig. 3 (b)(c)
can be found in similar approaches.

After obtaining the optimal seam, the pixels on the opti-
mal seam are computed by averaging, and the other pixels in
the target region are filled by the source pixels to avoid blur-
ring. Denote Q̂ to be the blended patch at the same location
as Q with the optimal seam SPQ, and we can compute its
intensity values as follows:

Q̂(u, v) = wu,vP(u, v) + (1− wu,v)Q(u, v) (7)

where the weight mask w is defined in the following:

wu,v =

 1, (u, v) ∈ RP

0, (u, v) ∈ RQ

0.5, (u, v) ∈ SPQ

where RP is the region on the left and top of the optimal
seam SPQ between P and Q, RQ is the region on the right
and downside of the optimal seam SPQ in the region Q.

4. EXPERIMENTS

Our experiments are based on CUHK Face Sketch Database
[1]. The database contains 88 faces for training and 101 faces
for testing. For each face, there is a photo taken in a frontal
pose and a sketch drawn by the artist. The photos are taken
in frontal pose. In our experiments, we use 20 training sam-
ples. All the photo and sketch images are divided into 7 × 7
patches, and neighboring patches have an overlapping area of
7 × 4 pixels . The Gaussian filtering parameter is λ = 10,



Fig. 4. Comparison between the face sketch synthesis results.
(a) Face photo; (b) Sketches synthesized by NL-means and
seaming; (c) Sketches with the method in [1]; (d) Sketches
drawn by the artist.

the Gaussian smoothing parameter is chosen as σ2 = 8. In all
our experiments, the parameter settings are fixed.

In Fig.4, we compare our method with multiscale MRF
model [1]. Although the MRF based method has more clear
contours, our method is more similar to the sketch drawn by
the artist especially in the eye region. Moreover, our method
uses only 20 training photo-sketch pairs for synthesis, while
the MRF based method used 88 image pairs.

In Fig.5, we compare the results with our method, MRF
method [1], and semi-coupled dictionary learning method
[7]. The proposed methods are competitive in the highlighted
regions, and our method with seaming can get much clearer
sketch contours than results with the other methods. The
results with MRF based method [1] has artifacts, and the
semi-coupled dictionary learning method [7] tends to get
over-smoothed sketches .

In Fig.6, we compare the NL-means method with seam-
ing and without seaming. The results with NL-means with
seaming are better in the hair contour around the face, while
the results without seaming have mosaic effects in this area 1.

1The mosaic effects can be more easily noticed if Fig. 6 is magnified
twice or more larger.

Fig. 5. Comparison between the face sketch synthesis result-
s. (a) Face photo; (b) Sketches synthesized by NL-means
with seaming; (c) Sketches synthesized by NL-means with-
out seaming; (d) Results with the method in [7]; (e) Results
with the method in [1]; (f) Sketches drawn by the artist.

Fig. 6. Comparison between the sketch synthesis results. (a)
Face photo; (b)Sketches synthesized by NL-means and seam-
ing; (c) Sketches by NL-means without seaming; (d) Sketches
drawn by the artist.

A limitation of the method lies in that the results of syn-
thesized hair sketch is a little different in the line stroke style
than those by artists. We hope to improve the hair results in
the future works by using more line or curve discriminative
features, such as wavelet features.

5. CONCLUSION

In this paper, we propose a face sketch synthesis method using
NL-means and patch based seaming. Given a face photo, its
sketch can be synthesized by using a non-local means, which
learns the face texture transformation from photos to sketch-
es. Experimental results on CUHK Face Sketch Database il-
lustrate that our method has the advantage of easy implemen-
tation and much less required training samples, meanwhile
our method can achieve fairly competitive synthesis results.
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